
Open Mic: Maintaining QRadar 101

April 25th, 2019

A discussion with administrators about maintaining QRadar and 

what data to review on a reoccurring basis.

https://ibm.biz/JoinQRadarOpenMic
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Disclaimer

Please Note:  

IBM’s statements regarding its plans, directions, and intent are subject to 

change or withdrawal without notice at IBM’s sole discretion.   

Information regarding potential future products is intended to outline our general 

product direction and it should not be relied on in making a purchasing decision. 

The information mentioned regarding potential future products is not a 

commitment, promise, or legal obligation to deliver any material, code or 

functionality. Information about potential future products may not be 

incorporated into any contract. The development, release, and timing of any 

future features or functionality described for our products remains at our sole 

discretion.
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Announcements & information

• QRadar 7.3.2 Patch 1 is released.

Release notes: https://ibm.biz/qradarsoftware

• QRadar M5 v3.3.0 Firmware is released.

Release notes: https://ibm.biz/qradarfirmware

• Support recently released a WinCollect page 

to put resources & links in one area. 

https://ibm.biz/wincollect101

https://ibm.biz/qradarsoftware
https://ibm.biz/qradarfirmware
https://ibm.biz/wincollect101


Agenda

• Daily review items for admins

• Weekly review items admins

• Monthly review items for admins

• Future considerations

• Recommended apps



Daily review items for administrators

The daily review items include 

❑ System notifications

❑ Disk space reviews

❑ Service reviews

❑ Incoming data review

❑ Offense generation review

❑ WinCollect agent status

❑ UI app check
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1. System Notifications – Daily Reviews

❑ Review System Notifications daily for QRadar!  

System Notifications are the primary method for QRadar to alert users to problems. Administrators 

should consider System notifications your first line of defense in to understanding a problem exists.

Basic notification Dashboard

Deployment overview in QRadar 

Deployment Intelligence App (QDI)
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Daily Review for System Notifications (Continued)

Errors – Advises administrators of high severity issues (Severity 7 - 10). Error notifications 

are issues that should be examined as soon as possible.

Warning – Advises administrators of medium severity issues (Severity 3 - 6).

Info - Advises administrators of low severity issues (Severity 1 - 2).

Does QDI and the standard interface show the 

same information?

QRadar Deployment Intelligence will list notifications 

by host. Someone should be reviewing System 

Notifications daily for QRadar. Where the standard UI 

shows you a list of notifications by most recent based 

on timestamp. 

How many system notifications are in QRadar?

There are 85 system notifications in QRadar that cover everything from disk space, rules, offenses, 

memory, log source issues, and more. 
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2. Check Disk Space – Daily Review

❑ Do you review disk space daily for QRadar?  

System Notifications checks are completed every 

60 seconds on all appliances.

• /

• /store

• /transient

• /storetmp

• /opt

• /var

• /var/log

• /var/log/audit

• /tmp

• /home

QRadar currently monitors the following partitions 

and will issue a notification when utilization of any 

of these partitions are over 90%

90%: Warning - Disk Sentry: Disk Usage Exceeded Warning Threshold (38750076)

95%: Error - Disk Sentry: Disk Usage Exceeded Max Threshold (38750038)

92%: Information - Disk Sentry: System Disk Usage Back To Normal Levels (38750077)

95%
90% 92%

Exceeded Warning Threshold (38750076) Normal operation until 95%

Exceeded Max Threshold (38750038) at 95% Services are stopped and intervention required

Usage Back To Normal Levels (38750077) Services automatically restarted

78% 80% 82% 84% 86% 88%
Disk utilization timeline

NOTE: Bold indicates directories that stop services when full 

versus directories that will generate a system notification only.
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Check Disk Space – Daily Review (Continued)

Since the system notification gives you disk space alerts on partitions that can stop 

services administrators might consider being proactive with disk checking:

• To see utilization for the entire deployment:
/opt/qradar/support/all_servers.sh “df -Th”

• To see usage of a partition:
df -k | grep sda8

• To do a quick check in the logs for disk messages:
/var/log/qradar.error | grep -i "disk usage" 

• What directories are using the most space in a specified path:
du -Phx /opt --max-depth=1

• QDI can help here too, see metrics on individual hosts or top hosts in the deployment



10 IBM Security

3. Service issues – Daily Review

❑ Review for service issues in your QRadar deployment.  

The easiest way to locate service issues in QRadar for your deployment or for specific 

appliances is to use QRadar Deployment Intelligence. Status and outage durations are both 

reported in a searchable view.
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4. Incoming Data – Daily Review

❑ What is happening for event rate or flow rate in the deployment or on specific appliances?

License utilization - Allocations

EPS Deployment - Capacity

Appliance Event Rate - Status

EPS Giveback – Non-security data
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Incoming Data – Daily Review (Continued)

❑ What log sources are contributing the most data, what in error, being stored, unparsed?

• Stored - The DSM associated with the Log Source is unable to parse the payload of the event. If this is an 

official IBM Device Support Module, verify the version is supported and that you are not experiencing 

performance issues (Routed to storage) to relieve backpressure on the event pipeline.

• Unknown - QRadar extracts event information (parses) and associates the data to a log source. For 

example, “Cisco Meraki Unknown”. However, the eventID was not able to be mapped to an existing QID.

• Error/stopped sending – What stopped sending? You can create a Log Source report for new/stopped 

sending log sources or view the data in QDI. 

• SIM Generic – If traffic analysis fails to auto discover a new log source, it is added to the SIM Generic log 

source to catch the events as they are received. 
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Incoming Data – Daily Review (Continued)

❑ Is data in the spillover buffer (5GB)? Does the queue impact 

important rules that need to be evaluated in real-time?

❑ Throughput of log sources can indicate performance of expensive 

log source types (more pf a weekly issue). 

Lower number = lower performance.

❑ Is any data being dropped and what pipeline specific components 

are having issues (protocol queue, parsing, custom rules)?
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5. Rules and Offense Generation

❑ Run a search to determine how many offenses were generated in the last 24 hours 

or see what rules are alerting the most. 

The QRadar Tuning App (Early Access at the time of this presentation) includes an 

offense trend line at the top of the application. 

QDI
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6. WinCollect Agent Status

❑ Review Admin > WinCollect > Agents.

The agent list provides status information for all WinCollect agents deployed in managed 

mode and their status information. Agents that are in the STOPPED or OFFLINE states 

should be reviewed.    

❑ Review User interface > App tabs

Administrators can spot check apps to ensure that the tab are visible (not blank) in the user 

interface and that no errors are displayed. If any tabs are blank, run one of the following 

utilities to confirm service status:

QRadar 7.3.2: /opt/qradar/support/recon

QRadar 7.3.1: /opt/qradar/support/qapp_utils730.py

QRadar 7.2.8: /opt/qradar/support/qapp_utils.py

7. Application Status
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Example Recon Output – PS 



Weekly review items for administrators

The daily review items include 
❑ Auto updates

❑ Log Source Groups

❑ Domains/tenants

❑ Vulnerability Scans 

❑ Asset review

❑ Threat Feeds and IOCs

❑ Backup and Restore

❑ Reports
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❑ QRadar auto updates are available weekly starting on Tuesday evening (Eastern Time 

Zone). Administrators can run a manual update or schedule an update closer to the 

posting of the server files if they prefer in the auto update configuration settings. 

• Did the update complete? Check system notifications to confirm. 

• First troubleshooting step you want to take for new installations and proxy confirmation 

steps for auto update issues are outlined here: 500 SSL Negotiation Failed Errors

• If you think a firewall change might be blocking your updates and you have events from 

your firewall in QRadar, a quick test is to put the IP addresses of the QRadar auto update 

server in the Quick Filter search. The results returned will allow you to identify if your 

firewall is returning Accept or Deny events to QRadar.

Log Activity > Add Filter > Destination IP > 69.20.113.167 and 212.64.156.13

qmmunity.q1labs.com’s IP address is 69.20.113.167 

qmmunity-eu.q1labs.com’s IP address is 212.64.156.13

1. Auto Updates – Weekly Review

http://www.ibm.com/support/docview.wss?uid=swg22010655
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❑ Review the ‘Other’ log source group list.

• Use the Log Source Management App to filter Other.

OR

• Admin tab > Log Source Groups > Other 

Why is this important? 

Administrators should complete a weekly review to categorize these properly so that rules and 

searches will capture all intended log sources in QRadar. Log source groups are leveraged 

across QRadar in searches, rules, and reports. For example: 

2. Log Source Groups – Weekly Review

Administrators who have a lot of auto discovered log sources 

should put a check in their admin process to review log 

source groups. By default, log sources not categorized are 

added to the ‘Other’ log source group.
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❑ Review domain and tenant information.

• Administrators should run some searches for Assets, log sources, or some general IP 

searches in known overlapping ranges to see if any data only belongs to the ‘Default’ 

domain. Data that is not assigned to a domain ends up in the default domain, which might 

not be viewable by users, searches, or rules unless explicitly defined. 

• Administrators should complete a review to categorize new data for domains and tenants:

3. Domains & Tenants – Weekly Review

• Log sources

• Flows

• Scanners

• Event Collectors

• User Profiles

• Reference Sets

• Subnets in Network Hierarchy

• Custom property definition (Tenant)

• Retention buckets (Tenant)
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❑ Review to ensure that vulnerability scans completed.

• QRadar Vulnerability Manager users should confirm that the daily vulnerability 

update completed. QVM is issued daily updates with vulnerability catalog updates, 

scan tool changes, and more. 

• Update scans with new CIDR ranges or consider splitting CIDRs in to smaller groups 

so they can complete faster. Never scan a 0.0.0.0/0 network. Understand scan times

and account for that in your reporting.

• Assign owners to your assets.

• Consider tuning server discovery by enabling or disabling options:
• Send ICMP pings (default)

• Send TCP SYN packets to ports (default)

• Send UDP packets to ports

• Enable traceroute detection

• Enable ICMP detection

• OS and service fingerprinting

4. Vulnerability scans – Weekly Review

https://www.ibm.com/support/knowledgecenter/en/SS42VS_7.3.1/com.ibm.qradar.doc/c_qvm_scan_times_ports.html
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❑ Review the number of assets created recently in QRadar using searches. 

• Review asset system notifications if any were triggered.
• 38750106 - Asset Changes Aborted.

• 38750137 - The system detected asset profiles that exceed the normal size threshold.

• 38750136 - The Asset Reconciliation Exclusion rules added new asset data to the asset blacklists.

• 38750126 - An external scan execution tried to scan an unauthorized IP address or address range.

• Run the search Deviating Asset Growth: Asset Report to identify if any assets have an 

unusually high number of IP addresses, DSN names, or NetBIOS names associated to a 

single asset. 

• Review Asset Exclusions in QRadar to prevent assets from being updated by the Asset 

profiler.

• To determine what caused asset updates, users can search against the Asset Profiler-2 log 

source. 

5. Assets – Weekly Review
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❑ Verify that the Threat Intel app and associated thread feeds are updated in QRadar.

6. Threat Feeds & IOCs – Weekly Review

• Click Poll Now to test feed collection.

• Ensure that the X-Force API key hasn’t been regenerated for the account linked to 

the application (X-Force Exchange login > Profile > Settings > API Access).

• Confirm application framework services are running.
• Connect to the app container: recon connect <app id>

• Verify that Reference Sets are updated in QRadar.

https://developer.ibm.com/answers/questions/484108/where-can-i-find-the-logging-from-all-the-applicat/
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❑ Verify that both configuration and data backups are enabled.

7. Backup and Recovery – Weekly Review

• Are backups available on the remote sites?

Configuration backups occur on the Console. Data Backups are created on each 

appliance that stores event & flow data. Data backups for long term storage need to 

be moved to a separate location or you need to set up off-board storage on each 

appliance. 

• New users should realize that QRadar’s default setting is to do Configuration 

backups, but not Data Backups as well and the default file retention is 7 days.
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❑ Verify that reports are complete and include expected data.

8. Reports – Weekly Review

• Run the search associated to the report to ensure it returns the expected data.

Use the Network, Activity, or Log Activity tab to run the search again. You can 

compare the results with the generated report.

• Review the notification message on the Reports tab. The Reports tab displays a 

notification message when your data is incomplete. Look at QID processes and see 

if accumulator (responsible for graph data) had a service interruption.

• Did you know you can view a list of search and report titles 

associated with it?
/opt/qradar/support/collectGVStats.sh -M | less

• Run your report against raw data from the initial time period.



Monthly review items for administrators

❑ Incoming Data

❑ Defect Inspector

❑ Software and Firmware Updates

❑ Apps and Content Pack Updates

❑ General Tuning

❑ Retention buckets

❑ Custom properties

❑ Search duration by user

❑ Review for coalesced log sources
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1. Incoming Data - Monthly checks

Questions that admins might ask themselves during an incoming data review:

❑ What is contributing a lot of data?

QDI shows this data readily for both 

Top 10 and trending event rates. Do

you need to consider adjusting your

retention settings? Compare to disk

space on hosts. 

❑ How big are these payloads? 

Deployment_info.sh can be used

to determine the average payload

size. This is a support tool in /opt/qradar/support that should at minimum show the average 

payload size for each Event Processor that receives data directly or from attached Event 

Collectors. 

❑ How is QRadar’s default TCP Maximum Syslog Payload Size configured to?

QRadar will truncate payloads past the maximum length setting configured in 

Admin > System Settings. Evaluate if larger payloads are coming in from Windows hosts, 

firewalls, or apps that provide JSON or large URL strings. 
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2. Defect Inspector - Monthly check

/opt/qradar/support/defect-inspector

❑ Run a monthly check of the defect inspector utility.

Defect inspector is a support tool that compares known stack traces for important 

issues from your QRadar appliance logs on the Console and creates an output 

file with known APARs or defect numbers. This file can be provided for support to 

review at: https://ibm.com/mysupport.

3. Software & Firmware updates - Monthly check

❑ Run a monthly check of the defect inspector utility.

Administrators can review for the latest software and firmware here:

• Software = https://ibm.biz/qradarsoftware

• Firmware = https://ibm.biz/qradarfirmware

https://ibm.com/mysupport
https://ibm.biz/qradarsoftware
https://ibm.biz/qradarfirmware
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4. Apps and Content Pack Updates - Monthly

❑ Verify that you have the latest apps and content extensions installed.

The easiest way to stay informed of new app releases is to ensure you have the latest 

version of QRadar Assistant installed. The QRadar Assistant App has a API that integrates 

with the X-Force App Exchange to show updates or recommend new apps. 

IMPORTANT: Make sure you have the QRadar Baseline Maintenance content pack 

installed. This app includes updates for core QRadar rules, searches, custom properties, 

building blocks, and more that we tune on regular basis. 

https://exchange.xforce.ibmcloud.com/hub/extension/IBMQRadar:IBMContentPackageInternalBaseMaint
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5. General Tuning - Monthly check

What to evaluate for rules and offenses in QRadar?

❑ How many open and active offenses are there in QRadar? 

❑ Have you used the QRadar Tuning App to identify what is firing most often?

❑ Network Hierarchy review completed? 

❑ Building block review completed? 
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6. Retention Buckets - Monthly

❑ Based on disk space requirements and storage, review retention buckets

• Retention allows users to define the most important data sources to keep when disk 

space is low. Use retention buckets to optimize your existing storage. Log Source 

Groups and other filters help you organize what is retained. 

• Retention buckets are pointers to 

data in /store/ariel when you move 

buckets existing data at rest will 

stay in its current bucket, we do 

not reclassify data that has been 

processed.
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7. Custom Properties - Monthly
❑ Look for expensive custom properties and determine who 

is creating them and how they can be optimized.

8. Search durations by user - Monthly
❑ Look for expensive custom properties and determine who 

is creating them and how they can be optimized.

9. Review for coalesced log sources - Monthly
❑ Coalescing preserves storage by looking at payloads with the same core characteristics 

and combining them down to a single event payload (34), where 34 is the number of 

coalesced payloads associated to the event. Audit and compliance events should likely 

have coalescing disabled. There is a system setting to globally disable coalescing for auto 

discovered event sources.



Planning for the future
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❑ Do you have QRadar 7.3.2 to use the rule performance visualization feature?

1. Rule Performances – Planning for the future
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Rule Performance Visualization (continued)

• When does analysis run?

Analysis runs when performance degradation has 

been noticed in the processing pipeline if it has 

been enabled as a System Setting. 

If a rule is edited, the analysis can be reset based 

on the System Setting defined by the administrator.

• Throughput visualization

Underperforming and 

throughput is below the 

lower defined limit. 

Performing above the 

upper EPS limits

Performing within the 

existing limits

Can a rule performance be toggled manually?

Yes, support has a command-line string that can be 

entered to force a rule performance analysis.
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❑ Do you have season event/flow traffic coming up in the future? 

QRadar has addon, flexible licensing that can help account for future traffic 

volume. Have you completed a review for non-security payloads that can be 

dropped to save license capacity? 

❑ When do your certs expire? 

It is helpful to keep a list of certificates that expire for your organization. This 

help prevents outages and data collection gaps in QRadar. 

❑ When do your event sources change passwords / expire passwords? 

It is always a good idea to understand the cycle of user passwords, especially if 

you are not the administrator responsible for the changes. 

2. Considerations further in to the year
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Questions and Answers

• Use the Q&A panel to ask questions of the panelists!

• If you have questions after the session has ended, you can talk to 

us in the QRadar forums: https://ibm.biz/qradarforums.

https://ibm.biz/qradarforums
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Resources
❑ QRadar Troubleshooting and System Notifications Guide

❑ QRadar Deployment Intelligence v2

❑ QRadar Tuning App

❑ QRadar Assistant App

❑ QRadar Support 101

❑ WinCollect 101

❑ QRadar Forums 

http://public.dhe.ibm.com/software/security/products/qradar/documents/7.2.8/en/b_qradar_system_notifications.pdf
https://exchange.xforce.ibmcloud.com/hub/extension/a154264f905e4d407d8d2dbf20737c09
https://exchange.xforce.ibmcloud.com/hub/extension/bf01ee398bde8e5866fe51d0e1ee684a
https://exchange.xforce.ibmcloud.com/hub/extension/ed8aee4440f98f9c8bedaff4c5c644de
https://ibm.biz/qradarsupport
https://ibm.biz/wincollect101
https://ibm.biz/qradarforums
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